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1.(A) Let A, B and C be finite sets, then prove that :
[AUBUC|=|A|+B|+|C|-|]ANB|-|ANC|- BN C|+]AnBNC|.




(B) Prove

5 +10+ 15+ .... +5n=5n(n+1)/2

for all n > 1; using Mathematical Induction

Sol==




(c) Prove that :
If A, B and C are Boolean matrices of compatible sizes then,
(AB)C=ABO

Sol== Solution:
Let us assume that
A =[a;] m Xn
B =[bj] mXn
C=[cyl mXn
(A VB) vC=AvV (BVO)
e (A+B)+C = A+(B+C)
Now,
A+B =[aj] m X n+ [by] mXn
= [a;] + bj] mXn
(A +B) + C=[aj+ bjx | mXn +[ ¢yl mXn

=[aij+bjk+ck1] mXn —> (1)

(B+0C)=[bi] mXn+[cy]l mXn



=[bj + cy] mXn
(B + C) + A=[a;] mXn + [bjx + ¢yl mXn
= [a; + bjx + cyl mXn > )
From equation (1) & (2)
Weget (AV B) vVC=AV (BVO)

i.e.

(A®B)OC=AB 60C)

(d) Obtain conjunctive normal form of :

uPvQ <:> PAQ).

Proof:-

TPV Q)<>(PAQ)

byR<> S < (R—>S)A(S >R

S [PV O) > (PADIANPAQ) > T(PVO)]
S[TT(PVOVPAOIAIT(PAQVT(PVO)] {(P>QO0=T7PVvQ
S[(PvOYVPAOIAIPVTIO)VI(PYV Q)] { By Demorgans property & 77TP = P
S[(PVOVPIAPVOIOVOIAITPVIOVIPYA(TPNTO NV TO){By Distributive property
S(PVvPYVOAQOVOVPIAW(TPVIPYVTIO)AWTOVTQ) v TP){By Associative property

S (PvOAQVPIAPVIOATQOVITP) {PvP=P
S (PVvOALPVOA(APVIOA(TPVTO) { By commulative property
S (PvOA(TPVTO) {PAP=P

It is the form of product of elementary sum of min terms.
Hence it is form of Principal Conjunction Normal Form.

(c) Obtain Principal Disjunctive Normal Form of
P> (P—>Q,Au@QvuP)).

Sol== = (7P N T) Vv Q N T) {by P A T=P

= AQY Q) VA eV p) {by PV P=T



= [(TP ANQ V@Ep/A 7Q)] Vv [(Q Ap V Q A gpy] {by distributive property
= (1P ANQ VapN1Q VvV Q Ap V Q A p) {by Associative property
= (1P AN Va1V eNQ V P A% (0) {by Commutative property

.". It is form of sum of elementary product of min term.

Hence, it is in the form of Principal Disjunction Normal Form.

TPvQO)<>(PAQ)

byR<>S<(R->S)A(S—>R)

S[T(PVvQ) > (PADIAIPAQ) > T(P V)]
S[TI(PVvO)VPADIAITPAQ)VI(PVO)] {(P>Q0=T7PVv0
S[(PVO)VPADIAITPVIQ)VI(PVO)] {By Demorgans property & T7TP = P
S(PVOVPYAPVOVOIALTPNVIQONVITIPYA(TPVITQ VIQ)]{By Distributive property
SU(PVPIVOAQOVOVPIYATPVIPYVIQ)AWTOVIQ) Vv TP){By Associative property
SPVvOAQVPIA(TPVIO)A(TQOVIP) {PvP=P

S (PVvOAPVOAAPVIO)A(TPVTO) { By commulative property

S (PvO)A(TPVIQ) {PAP=P

(b) Find an explicit formula for the sequence defined by Co= 6Cn-1+ 7Ca-2 with initial
conditions
Co=2,Ci=1.

Sol==First find sequence for recurrence relation
a,=4a,_1+5a,_,
Forn=3 a3=4a;_4+5a;_,
=4a, + 5a;
=4(6) +5(2)
=24 +10
=34
Forn=4 a,=4a,_4+5a,4_,
=4a; + 5a,
=4(34) + 5(6)
= 166

For n=5 as= 4a5_1+5a5_2



=4a, + 5a;4
=4(166) + 5(34)
=834
~ Sequence is 2,6,34,166,834----
The recurrence relation a,=4a,_; + 5a,_, is linear homogeneous
Equation of degree 2.
It associated equation is
x?% = 4x+5
Rewriting this as
x? -4x-5=0
x2 -5x+x-5=0
(x-5)(x+1)=0
X=5 or x=-1
The roots of the equation is s; =5 ands, =-1
Now, by teorem(i)
We can find value of u and v
From a, = usf* + vs} - (A)
For n=1
a; = us; + VS,
2 =u(5) + v(-1)
2=50-Vv = - @)
Forn=2
a, = usj + vsy
6=u(5)?+v(—1)32

6=25u+v = e (i1)

Solving equation (i) and (ii)

Su-v =2



+ + +
30u =8
U=8/30

Putting values of u in equation (i)

2=5(8/30)— v
2= (8/6)— v
2=8/6-2

2 =8-12/6

V =-4/6
V=-2/3

Put value of u,, v, , s, and s, in equation (A)
a, =usy + vsy

a, =(8/30) (5)™ + (-2/3) (="

a, =8/30 (5)™ +-2/3 (=)™

~Which is required formula.

(a) Define :

(1) Semigroup

(i1) Monoid

(iii) Subsemigroup

(iv) Group Homomorphism.

@) Semigroup:-

Let S be a non-empty set and * be a binary operation on S. The algebraic system (S, *) is
called a semigroup if the operation * is

(1) The operation * is a closed operation on set A.
(2) The operation * is an associative operation.

Or (S, *) is a semigroup if for any x, y,z € S,

(*y)*z=x*(y*2)




(ii)

(iii)

(iv)

Free semigroup:

If * is an associative binary operation, and (A,*) is a semigroup. The semigroup(A,¥*) is
called free semigroup by A.

Ex:

Consider an algebraic system (S,*) where S = {1,2,3,5,7,9----} the set of all positive odd
integers and * is a binary operation means multiplication. Determine whether (S,*) is a semigroup.

Monoid:-
Let us consider an algebraic system (M, *), where * is a binary operation on M. Then the
system (M, *) is said to be a monoid if it satisfies the following properties:

(1) The operation * is a closure operation on set A.
(2) The operation * is an associative operation.
(3) There exists an identify element w. r. t. The operation *.

Ex:-

Consider an algebra system (N, +), where the set N = {0,1,2,3----} the set of natural
numbers and + is an addition operation. Determine whether (N,+) is a monoid.

Subsemigroup:-
Let (S,*) be a semigroup and T € S, if the set T is closed number the operation * then
(T,*) is said to be subsemigroups of (S,*).

Ex:

Consider a semigroup (N,+), where N is the sset of all natural number and + is an
addition operation.

The algebric system (E,+) is a subsemigroup of (N,+), where E is a set of all +ve even integer.

Group homomorphism:-
Let (S,*) and (T,*) be two semigroups. An everywhere defined function f: S =T is
called a homomorphism from (S,*) and (T,*)

If (a * b) =1f(a) *f (b)
For allaand b in S.
If f is also onto.

We say that T is a homomorphic image of S.

(b)Let the number of edges of graph G be m. Then G has a Hamiltonian circuit if
m > 1/2 (n2 — 3n + 6) where n = n0 of vertices.

Sol==

partial order set :

Let A is a relation or set A .then relation R is called partial order. If it is reflexive, antisymentric and transitive.



If R is a partial order relation on set A. then set A together with partial order relation R is know as partial orderd set or partial order
set.

Ex. Let Z be a set f integers “<” be arelation on Z.
-"+ Reflexive property is satisfied .

("~ aﬁav ac 7)

Let a,b e’

aSbandbSa:a=b

.. Antisymmentric property is satisfied
aSbandbSc:aSc

.. Transitive property is satiesfide.

.’<"is a partial oreder relation on Z

Similarly “>"is also a partial oreder relation on Z.

Chain order set:

If every pair of element in a poset is comparable than poset A is called linear order set .Or set A is chain .

Ex. A={a,b,c} b 0)
a<c,c<b
c
@)
a
O

This order is in linear or chain.
Hence it is called chain or linear orderd.
Lexicographic:
Let AxB is a cartesion product of two sets A &B .we define “<”as follow.
(ab) < (a’b’)ifa<a’ orifa=a’ then b< b’
This is used in dictionary.
Hence it is also as dictionary
Ex. Help, help
Help< help

Isomorphism:

Let (A<) and (A’<’) be posets and let f: A - Albe a one-to-one correspondence between f: A & A! The function f is called an
Isomorphism from A to A’

It for any a, b € A, a<b

< f(a) <’ a(b).



(Proof left)

( c¢) Let G be the set of all non-zero real numbers and let
ab
a * b=. Show that (G, *) is an Abelian

group.
Sol== To show: (G,*) is an abelian group.
Closure property:

The set G is closed under the operation *.
. av
Since, a*b = — is a real number.

Hence, belongs to G.
Associative property:
The operation * is associative.

Let a, b, ¢c € G, then

We have
ab
a*b)y*c=| — | =
(a*D) ( 5 ) c
(ab)c
4
_abe
4
o ab
Similarly, a* (b*c) *a = (—)
2
a(bc)

4



(d) Let T be the set of all even integers. Show that the semigroup (z, +) and (T, +) are isomorphic
Sol== solu:
Let a and d be any element in G, since R is an equivalence relation b € [a]

If and only if [b] = [a]

Also G/R is a group

Therefore [b] =[a] if and only if

[e] =[a~"1[b]

=[a"1b]
Thus, b € [a] if and only if
H=[e]=[a"!b]
That is, b € [a] if and only if
a“'be Horb € aH
This prove that
[a] =aH for every a €G
We can show
Similar that b € [a] if and only if

H=e]

= [b] [a]”

= [ba]”

This is equivalent to the statement [a] = Ha



Thus, [a] = are isomorphic



Either

1.(A) (a) Let A, B and C be finite sets with | A |=6,|B|=8,|C|=6,|A*B*C|=11,
|A)B|=3,]A)C|=2and|B)C|=5.Find|A)B)C|.

Basic of induction: For n=1
P(l)=LHS=AIlNnB
P(1)=LHS=AIlNnB
~ LHS = RHS
AlNB = AlNB
P (1) is true for n=1
Induction step: For n=k
P (k)=LHS = (UL, 4i) n B = UL, (4i n B)
P (k) =RHS = UX,(4in B)
~ p(k) is also true for n=k
Similarly for n = k+1
LHS = (U2 Ai) n B
=(Al1U A2 U--m- UAkUAk+1)NB
=((UL,4i) U Ak+1) N B
= ((UL,4i))nB)U (Ak+ 1 N B) {by distributive property}

= (UX,(4i N B)) U (Ak+1 N B)



(c) Prove by mathematical induction :
3

12+ 32+ 52+ ........ +(2n—1)2=n2n+1) 2n-1).
Sol==a,=4a,_, + 5a,,_, where a;=2,a,=6
Soln: First find sequence for recurrence relation
ap=4a,_,1 +5a,_,
Forn=3 asz=4a;_; +5a;_,
=4a, + 5a4
=4(6) + 5(2)
=24 +10
=34
Forn=4 a,=4a,_,+5a,_,
=4a; + 5a,
=4(34) + 5(6)
= 166
Forn=5 as=4as_4+5as_,
=4a, + 5a;
=4(166) + 5(34)
=834
~ Sequence is 2,6,34,166,834----
The recurrence relation a,= 4a,_; + 5a,_, is linear homogeneous
Equation of degree 2.
It associated equation is
x?% = 4x+5
Rewriting this as
x? -4x-5=0

x? -5x+x-5=0



x-5)(x+1)=0
X=5 or x=-1
The roots of the equation is s; =5 ands, =-1
Now, by theorem(i)
We can find value of u and v
From a, = usy* + vs}----------- (A)
For n=1
a; = US; + USy,
2=u(5) +v(-1)
2=50-v = - 1)
Forn=2
a, = usy + vsy
6=u(5)?+v (-1)?
6=25u+v = e (ii)

Hence proved

(c) Prove that :

If A, B and C are Boolean matrices of compatible sizes then,
(AB)C=ABO

Sol== Solution:

Let us assume that
A=[a;] m Xn
B =[by] mXn
C=[cy]l mXn
(AVB)VvC=AvV (BVO)
e (A+B)+C = A+(B+C)

Now,

A+B =[aglmXn+[bg] mXn

= [a;i] + by] mXn



(A+B)+C= [aij+ b]k] an+[ Ckl] mXn

= [aij +bjk+ C] mXn

(D

(B +C) =[byl m X n+[cyl mXn
=[bjx + c] mXn
(B + C) + A=[a;] mXn + [bjy + ¢yl mXn
= [a + by + ¢yl mXn >
From equation (1) & (2)
Weget (AV B) vVC=AvV (BVCO)

i.e.

(A®B)®BC=AOB 600

EITHER

2. (a) Obtain principle disjunctive normal form of :

HP(Q>Q(R)>(P(R)
()PIQIR

=[PV QTP AIQV TRV I (TPATQ)V TP ATR)]
=[(PVQ) ATTPAKQVR)] V[(TPATQV TR)]
=[(PVQ) ATIPV (QAR)] V(IPAT(Q AR))
=[(PVQ) A(PV(QAR)] VI(PV(QAR)

=[PVQA(QAR)] VI(PV(QAR)]
=[PV (QAQ) AR) VI(PVQAR)]

v

2

{by associative property

{By demorgans and distributive prop. Respt.
{bydemorgans property

{ by demorgans property &T7A = A

{by distributive property.

{by associative property

=PV (QAR)) VI(PV(QAR)) {by idempotent property & P AP =>P

=T

Hence Proved

{PVIP=T



A. Obtain the Principal Disjunction Normal Form of :
1. PV Q

2. PAQV P R) Y QAR)

Solution:

1. 7PV Q
=@ Y Q"1 {by P\ T=P
=[PAQVIQ] VIQA PV IP) {byP v 7P=T

=1PAQ Y (PATIQTY [(QAP)Y (QATP)] {by distributive property
=1PANQVY (PATQ VY (QAP)Y (QNTP) {by Associative property
=1PANQVY(IPATQ VYV PAQVY (PATQ {by Commutative property
. It is form of sum of elementary product of min term.

Hence,it is in the form of Principal Disjunction Normal Form.

(d) Obtain conjunctive normal form of :

uPv Q) <:> PAQ).

Proof:-



T(PvQO) <> (PAQ)

byR<->S < (R—->S)A(S >R

S [PV O) > (PADIANPAQ) > T(PVO)]
S[TTI(PVvOYVPADIAIT(PAQVI(PVO)] {(P>0=7PVvQ
SPVOYVPADIAIOPNVTQO)VIT(P YV Q)] { By Demorgans property & 77TP = P
S[(PVOVPIAPVOIOVOIAITPVIOVIPYA(TPNTO NV TO){By Distributive property
S(PVvPY)VOAQOVOVPIAW(TPVIPYVTIOYAWTOVTQ) v TP){By Associative property

S (PvOAQVPIAOAPVIOATQOVITP) {PvP=P
S (PVvOAPVOAAPVIOA(TPVTO) { By commulative property
S (PvOA(TPVTO) {PAP=P

It is the form of product of elementary sum of min terms.
Hence it is form of Principal Conjunction Normal Form.

(c) Obtain Principal Disjunctive Normal Form of
P> (P> Q),Au@QvuP)).

sol===>3p N1y V' (@M1 {by P\ T=P

=AY 1 Vie/NeVip) {by PV IP=T

=AY VN1 vV iQ/Ar VY N {by distributive property
=@NQ VN1 VY Ap VY @A) {by Associative property
= @AY VN1 VY N VY N0 {by Commutative property

.". Tt is form of sum of elementary product of min term.

Hence, it is in the form of Principal Disjunction Normal Form.

TPvQ)<> (PAQ)

byR&>S<(R—>S)AS —>R)

S [1(PVvQ) > (PADIAIPAQ) > T(PVQ)]
S[TI(PVvO)VPADIAITPAQ)VI(PVO)] {(P>Q0=T7PVv0
S[(PVO)VIPAODIAITPVIQ)VI(PVO)] {By Demorgans property & T7TP = P
S(PVOVPYAPVOVOIALTPNVIOVIPYA(TP VIO VIQ){By Distributive property
SU(PVPIVOAQOVOVPIYATPVIPYVIQ)AWTOVIQ) Vv TP){By Associative property
S PvOAQ@VPYA(APVIO)A(IQ VITP) {PvP=P
SPVvOAPVOAAPVIO)A(TPVTQ) { By commulative property

S (PvO)YA(TPVIQ) {PAP=P



(b) Find an explicit formula for the sequence defined by Co= 6Cn-1+ 7Cx-2 with initial
conditions
Co=2,Ci=1.

Sol==First find sequence for recurrence relation
ap=4a,_,1 +5a,_,

Forn=3 az=4a;_4 +5a5_,
=4a, + 5a,
=4(6) +5(2)
=24+10
=34

Forn=4 a,=4a,_4+5a,4_,
=4a; + 5a,

=4(34) + 5(6)

= 166

Forn=5 as=4as_4+5as_,
=4a, + 5a3
=4(166) + 5(34)
=834

-~ Sequence is 2,6,34,166,834----

The recurrence relation a,=4a,_, + 5a,_, is linear homogeneous

Equation of degree 2.

It associated equation is

x?% = 4x+5

Rewriting this as

x? -4x-5=0

x?% -5x+x-5=0

x-5)(x+1)=0

X=5 or x=-1



The roots of the equation is s; =5 ands, =-1
Now, by teorem(i)
We can find value of u and v
From a, = usf* + vs} - (A)
For n=1
a; = US; + VS,

2 =u(5) +v(-1)

2=50-v = - (1)
Forn=2
a, = usjy + vsy

6=u(5)?+v (—1)?

6=25u+v = e (i1)

Solving equation (i) and (ii)

Su-v =2
25u+v=06
+ + +
30u =8
U=8/30

Putting values of u in equation (i)

2=5(8/30)—v
2=(8/6)—v
2=8/6-2

2 =8-12/6

V =-4/6
V=-2/3

Put value of u,, v, , s, and s, in equation (A)

a, =usf + vsy



a, = (8/30) (5)" + (-2/3) (—=1)™
a, = 8/30 (5)" + -2/3 (—=1)"

~Which is required formula.

(a) Define :

(1) Semigroup

(i1) Monoid

(i11) Subsemigroup

(iv) Group Homomorphism.

@) Semigroup:-

Let S be a non-empty set and * be a binary operation on S. The algebraic system (S, *) is
called a semigroup if the operation * is

(1) The operation * is a closed operation on set A.
(2) The operation * is an associative operation.

Or (S, *) is a semigroup if for any x, y, Zz € S,

(x*y)*z=x*(y*2)

Free semigroup:

If * is an associative binary operation, and (A,*) is a semigroup. The semigroup(A,*) is
called free semigroup by A.

Ex:

Consider an algebraic system (S,*) where S = {1,2,3,5,7,9----} the set of all positive odd
integers and * is a binary operation means multiplication. Determine whether (S,*) is a semigroup.

(ii) Monoid:-
Let us consider an algebraic system (M, *), where * is a binary operation on M. Then the
system (M, *) is said to be a monoid if it satisfies the following properties:

(1) The operation * is a closure operation on set A.
(2) The operation * is an associative operation.
(3) There exists an identify element w. r. t. The operation *.

Ex:-

Consider an algebra system (N, +), where the set N = {0,1,2,3----} the set of natural
numbers and + is an addition operation. Determine whether (N,+) is a monoid.

(iii) Subsemigroup:-



Let (S,*) be a semigroup and T € S, if the set T is closed number the operation * then
(T,*) is said to be subsemigroups of (S,*).

Ex:

Consider a semigroup (N,+), where N is the sset of all natural number and + is an
addition operation.

The algebric system (E,+) is a subsemigroup of (N,+), where E is a set of all +ve even integer.

@iv) Group homomorphism:-
Let (S,*) and (T,*) be two semigroups. An everywhere defined function f: S — 7 is
called a homomorphism from (S,*) and (T,*)

If (a * b) =f(a) *f (b)
Forallaand b in S.
If f is also onto.

We say that T is a homomorphic image of S.

(b)Let the number of edges of graph G be m. Then G has a Hamiltonian circuit if
m > 1/2 (n2 — 3n + 6) where n = n0 of vertices.

Sol== partial order set :

Let A is a relation or set A .then relation R is called partial order. If it is reflexive, antisymentric and transitive.

If R is a partial order relation on set A. then set A together with partial order relation R is know as partial orderd set or partial order
set.

Ex. Let Z be a set f integers “<” be arelation on Z.

-"+ Reflexive property is satisfied .

(-.- aSav ac 7)

Let a,b e’

asbandb<a_, a=b

.. Antisymmentric property is satisfied
aﬁbandbﬁcﬁaic

.. Transitive property is satiesfide.

.’<"is a partial oreder relation on Z

Similarly “>”is also a partial oreder relation on Z.

Chain order set:

If every pair of element in a poset is comparable than poset A is called linear order set .Or set A is chain .



Ex. A={a,b,c} b o)

a<c,c<b

This order is in linear or chain.
Hence it is called chain or linear orderd.
Lexicographic:
Let AxB is a cartesion product of two sets A &B .we define “<”as follow.
(ab) < (a’b’)ifa<a’ orif a=a’ then b< b’
This is used in dictionary.
Hence it is also as dictionary
Ex. Help, help
Help< help

Isomorphism:

Let (A<) and (A’<’) be posets and let f: A - Albe a one-to-one correspondence between f: A & A! The function f is called an
Isomorphism from A to A’

It for any a, b € A, a<b

< fla) < a(b).

(Proof left)

( ¢) Let G be the set of all non-zero real numbers and let
ab

a * b=. Show that (G, *) is an Abelian
group.

Sol== To show: (G,*) is an abelian group.
Closure property:

The set G is closed under the operation *.



. ab
Since, a*b = — is a real number.

Hence, belongs to G.
Associative property:
The operation * is associative.

Let a, b, c € G, then

We have
ab
*hy*e=| — |=
(a*b)*c ( ) ) c
_ (ab)c
4
_abe
4
. ab
Similarly, a* (b*c) *a:(—)
2
_a(be)
4
_abe
4

(d) Let T be the set of all even integers. Show that the semigroup (z, +) and (T, +) are isomorphic
Sol==solu:

Let a and d be any element in G, since R is an equivalence relation b € [a]
If and only if [b] = [a]

Also G/R is a group



Therefore [b] =[a] if and only if
[e] =[a~"1[b]

=[a™! b]

Thus, b € [a] if and only if
H=[e]=[a"!b]

That is, b € [a] if and only if
a“'be Horb € aH

This prove that

[a] = aH for every a €G

We can show

Similar that b € [a] if and only if
H=[e]

= [b] [a]

= [ba]”

This is equivalent to the statement [a] = Ha

Thus, [a] = are isomorphic



1] (A)LetU ={a,b,c,d,e,f,g,hk},A=1{a b,c,g},B=1{d,ef g}, C={ac fland D={fhk}.
Compute:

@) ADB (i) C®D
(i) AUB (ivvy €nD

Solution:

(B) (i) Construct truth table for statement:
p=q = TpVq
soln :

@O @G @ O

P Q P= Q) 7P TPVQ
T T T F T
T F F F F
F T T T T
F F T T T

From (3) and (5) column

~p= q © TpVq Hence proved.

(ii) Prove that if m? is odd then m is odd.

Soln:
OR
(c) Explain principle of mathematical induction and use induction method to
Prove:
n n
<UAi> NB = U (4i N B)
i=1 =1
Soln:
We can prove by mathematical induction.
Basic of induction: For n=1
P(1)=LHS =AlNnB
P(1)=LHS =AlNnB
~ LHS = RHS
AlINB = AINB
P(1) is true for n=1
Induction step: For n=k

P(k)= LHS = (UL, 4i) n B = UL, (4in B)



P(k) =RHS = UL, (4i N B)
~p(k) is also true for n=k
Similarly for n = k+1
LHS = (U2 Ai) n B
=(A1UA2 U--me- UAK UAk+1) N B
= (UL, 4i) VAK+D) N B
=((UL, Ai) N B) U (Ak+1 N B) {by distributive property}
= (UX,(4i N B)) U (Ak+1 N B)
=UMLAinB)
=RHS
Thus the implication p(k)—p(k+1) is a tautology
. By principle of Mathematic Induction
P(n) is true for all n>1

Hence proved

(CJ Ai) NB = Ut:(Ai N B)

(D) Solve the recurrence relation:
a,=4a,_4 +5a,_, where a;=2.,a,=6
Soln: First find sequence for recurrence relation
a,=4a,_1+5a,_,
Forn=3 az;=4a;_; +5a;_,
=4a, + 504
=4(6) +5(2)
=24+ 10
=34
Forn=4 a,=4a,_; +5a,_,
=4a; + 5a,
=4(34) + 5(6)
= 166
Forn=5 as=4as_,+5as_,
=4a, + 5a;4
=4(166) + 5(34)

=834



-~ Sequence is 2,6,34,166,834----
The recurrence relation a,,= 4a,_, + 5a,_, is linear homogeneous
Equation of degree 2.
It associated equation is
x?% = 4x+5
Rewriting this as
x? -4x-5=0
x? -5x+x-5=0
x-5)(x+1)=0
X=5 or x=-1
The roots of the equation is s; =5 ands, =-1
Now, by theorem(i)
We can find value of u and v
From a,, = usy* + vsy----------- (A)
For n=1
a; = Uus; + VS,
2=u(5) +v(-1)
2=50-Vv = - @)
Forn=2
a, = usj + vsy
6=u(5)2+v(—1)2

6=25u+v = e (ii)

Solving equation (i) and (ii)
Su—v=2
25u+ v =6

+ o+ 4+

30u =38

U=8/30

Putting values of u in equation (i)
2=5(8/30)—-v
2=(8/6)—-v

2=8/6-2



2 =28-12/6

V =-4/6

V=-2/3
Luke of

Put value of uq, v, , s, and s, in equation (A)
a, =usy + vsy

a, =(8/30) (5)™ + (-2/3) (=1)"

a, =8/30 (5)" +-2/3 (=)

~Which is required formula?

Q.2
Either
A. Explain dual formula and show that if A(P,Q,R)= TP A7(Q V R) then
i. A(TP,7Q,7R) < TA *(P,Q,R)
ii. TJAP,Q,R) <> A*(TP,7Q,TR)

Solution:
(1) A(7P,7Q,7R) < TA *(P,Q,R)
We have to prove that, if A(P,Q,R)=TP AT7(QV R) then
A(TP,7Q,7R) < TA *(P,Q,R)
= AP,Q.R)=TPAT(QVR)
=(TPATQA4R)
=7(PVQVR)

= A(7P,7Q,7R) = (PV Q VR)

— A*(P,Q,R)=TP AT(QV R)
=(TPATQATR)

=7(PVQVR)

= A*P,QR)= (PVQVR) —> ()

Fromeq 1 & 2

We get,
A(TP,7Q,7R) < T7A *(P,Q,R)

Hence proved
(i) We have to prove that , if A(P,Q,R)=TP A T7(QV R) then

TA(P,Q,R) <> A*(7TP,7Q,7R)



— A(P,QR)=TPAT(QVR)
=7(PV (QVR))
— 7A(P,Q,R)= T7(PV (QV R))

=PV (QVR)

= A*P,QR)=TPV T(QAR) » (D

= A*(7P,7Q,7R) =PV 7 (1Q AIR)

=PV71((QAR)

= A*(7P,7Q,7R)=PV (QVR) > (2)

Fromeq 1 &2

We get,
7AP,Q. TAP,Q,R) <> A*(TP,7Q,TR)

Hence proved

A. Obtain the Principal Disjunction Normal Form of :
1. PV Q

2. PAQVePMR) VOQR)

Solution:

1. 7PV Q
=@ 1)V Q"1 {by P\ T=P
= [TPAQVIQ] V[QA(PV TP {byPV TP=T

= 1PAQ VY (IPATIQTY [(QAP)Y (Q/ATP)] ({by distributive property
= PAQ VY EPATIQ VY QAP)Y (QATP) {by Associative property

= PAQVEPATIQ V PAQ VY PATQ) {by Commutative property
.. It is form of sum of elementary product of min term.

Hence,it is in the form of Principal Disjunction Normal Form.

2. PAQV (PN R) Y (QNR)
=1(PAQAT] VIAPA RIATI Y [(QAR)ATI
{By PV 7P=T
= 1PAQARY TRy VA RYAQVTIQI Y [QAR)APY TP {py PV IP=T
=1 ANQAR Y [PAQMR)VIIPARAQY (P ARATQIVIQARAP) YV (QNRATP)]

by distributive property



=PAQMNR)Y (PAQMNTRYY (1P QAR Y (TPNIQAR)Y PAQAR) Y (1PAQ AR)
{by Commutative property

= PAQN RV PAQMNR)V (1PN QAR Y (IPNIQAR)  (by PV P=P

.. it is form of sum of elementary product of min term.

Hence,It is in the form of Principal Disjunction Normal Form.

OR

(C) Determine whether the conclusion C follows logically from premises Hland H2:
i) H1:P-Q H2:7P C:Q

(ii) H1:P-Q H2:7(p A Q)C:T P

(iii) HI1:7P H2:P=Q CI(pAQ)

(>iv) H1: P-Q H2: Q C:P

(D) Show that:

X) (P(X) v QX)) = (X) PX) v (3X) Q(X)

Q.3)
(A) (i) If A € C and B < D then prove that

AXBcSCxD

Soln :-

Given that If ASC and B €D
Toprove: AXBCS CXxD

Proof: Let (x,y) E A X B,thenx € Aandy € B
Since ACC andB<E€D,xeCandx €D

Hence, (x,y) eC X D

Then AXBCCXD

Hence proved

(iii) Let A={1,2,4}, B={2,5,7} and c¢={1,3,7}
Show that AX (BN C)=(AXB)n(AxC)
(B) (ii) Let R and S are relation from A to B then prove that:
@O RNS)1=RIns?
Ans: (i) Let (a,b) € (RN S)™!
So, we have (b,a) € (RN S)

Now (b,a) € R and (b,a) € S



This mean (a,b) € R~! and (a,b) € S~
Hence (a,b)eR°'NS™1 e (i)
Conversely,

Let, (a,b) ER"INS?

So, we have (a,b) € R~ and (a,b) € §?
This means (b,a) € R and (b,a) € S
So,(ba)e(RNS) e (i)
From (i) and (ii) we have
(RNnS)'=R1ns?

Hence Proved

()RNS=R US
OR
(C)Let A =B ={1,2,3,4}, R={(1,1),(1,3),(2,3),(3,1),(4,2),(4,4) }

And S ={(1,2), (2,3),(3,1), (3,2), (3,1), (3,2), (4,3)} then compute
Mgas, Mgys , M"R72 NS
(D) Let A be a set with |A| = n and let R be a relation on A. Then prove that:
R”=RUR?U....UR"
EITHER
4 (A) (i) Explain:

Post,chain, Hasses Diagram and draw theHasses diagram of posset A with

5 (A)Let (G *) and (G’ *°) be two group and let f : G— G’ be a homomorphism from G to G’ then

(i) f(e)=e’ where e is identity of G and e’ is identity of G’
(ii) fa™) =(f(a))"

solun: (a) Let x=f(e) then
x ¥ x =1f(e) ** f(e)
=f(e *e)
=f(e)
=X
So, x*’ x=Xx
Multiplying both side by x™
On right, we obtain
X=x®x*x'=x¥x'=¢

Thus f(e) = ¢’



(b)ya* al=e
So, f(a ** a™)= f(e)
= ¢’ by part(a)
Orf(a) * fla') =e’s
Since, f is a homomorphism
Similarly, f(a™) ** f(a) =¢’
Hence f(a™) = (f((a))"
(B) (i) Let G be an abeliangroup with identity e and let H={x:x’=e}. Show thatH is a subgroup of G.
(ii)Insertion of two sub subgroup of G is a subgroup of G
OR
(C) Define:
Finite state Machine, state transition function and Moore Machine and
Draw diagraph whose table is: (summer-13)

(D) Let R be a congruence relation on a group G and let H={e}, the equivalent class containing the
identity. Then H is a normal subgroup of G and for each

aEGl[a] = Ha = aH prove this
solu:
Let a and d be any element in G, since R is an equivalence relation b € [a]

If and only if [b] = [a]

Also G/R is a group

Therefore [b] =[a] if and only if
[e] =[a~"][b]

=[a"1b]
Thus, b € [a] if and only if
H=[e]=[a"!b]
That is, b € [a] if and only if
a”'beHorb € aH
This prove that
[a] =aH for every a €G
We can show

Similar that b € [a] if and only if



= [ba]!
This is equivalent to the statement [a] = Ha

Thus, [a] = aH = Ha and H is normal.



1. EITHER

(A) Prove by mathematical induction that, for all

n'>1,
n1>2"" where
I!=land n!'=n(n—-1)!
Solution:-
(B) If a and b are two positive integers, then prove that
GCD(a,b).LCM(a,b) = ab
Verify above result for a =100, b = 80
Proof:-

Let p1, p2, p3-----pn be the prime factor of a and b.

L a= plal *pzaz *p3a3 *____*pnan

bl b2 b3 bn b=
Sb= pl” ¥ p2PTHp3T E————*ppn
By definition of LCM and GCD, we get

GCD(CZ,I?) — plmin(al,bl) % p2rnin(a2,b2) % p3rnin(a3,b3) R pnmin(an,bn)
LCM (a,b)= pImaX(al,hl) " pzmax(az,bz) " p3max(a3,b3) % pnmax( an,bn)
L.HS=GCD(a,b)y* LCM (a,b)

. . . 3 .
lmm(al,bl) * p2mm(a2,b2) * p3mm(a3,b ) % R pnmm(an,bn) ] *

[plmax( al,bl) 4 pzrmx( a2,b2) p3rrnx( a3,p3) 4« % p”l max( an,bn) ]
:[ plmin(al,bl) *plnnx( al,bl)]*[pzmin(aZ,bB) *p2nnx( a2,b2)]*

[p3min(a3,b3) % p3max( a3,b3) ] * *[pnmin(an,bn) % p2max( an,bn) ]

= (pl1°'* p1”") #(p2% * p2°?) *(p3® * p3») *—— ——(pn®" * pn"")

_ (plal*p2a2*p3a3 *____*pnan)*(plbl *p2b2 *p3b3 *____*pnb,
formeq" (1)

=a*b

=RH.S

S LHS=RH.S

.. LCM (a,b).GCD(a,b)=a.b

Verification of this result for a =100, b = 80
100 = 1¥2%2*5%*5
80 = 1#2¥2*2%2%5
GCD(100,80) = 1#2*%24 = ©r?*5
=20

LCM(100,80) = 1*2*2*2*2%5*5



=400
LCM(100,80) . GCD(100,80) = 10080

20%400 = 8000

8000 = 8000

OR

(C) Prove that :-
If A, B and C are Boolean matrices of compatible sizes, then
(AOB) OC=A0BOC)
Solution:
Let us assume that
A=[ag] m Xn
B=[by] mXn
C=[cy]l mXn
(AVB)VC=AV (BVC)
iLe (A+B)+C = A+B+C)
Now,
A+B =[ailm X n+ [byl mXn
= [a;] + by] mXn

(A +B) + C=[aj+ by ] mXn+[ ¢yl mXn

T~
=
N

= [aj + by + ¢yl mXn
(B +C) =[by] m X n+[cy] mXn
=[bjx + cy] mXn
(B +C) + A=[a3] mXn + [by + ¢yl mXn

= [ai- + b'k + Ck|] mXn 2)
y J

v

From equation (1) & (2)
Weget (AV B) VC=AV (BVO)

i.e.

(A®GB) ©C=A0B 6C)

(D) Let m and n be integers. Prove that n*=m*

If and only if n is m or n is —m.

2. EITHER

v



(A) Prove the equivalence.

(PvONTPAQ) = (TPAQ)

without using truth table.

Proof:- (PVO)A(TPAQ)) <= (TP AQ)

L.H.S

=PVvOATPA(TIPAQ))

=SPVvOA(TPATPYAQ) { By associative properties
=PvOoOA(TPAQ) { By idempotent properties

=S PATPAQ)V(QA(TPAQ)) {Bydistributive properties
= (PATP)AQ)V((QAQ)ATP) {Byassociative properties

= (FAQ)V(QATP) {P ANTP = F &idempotent properties
= FVv(QATP) {FAQ=F

= Fv(TPAQ) { By cummutative properties

= (TP A Q) {PVF=P

= RH.S

e (PvQ)A(TP AQ)) < (TP A Q)

(B)Show that the following premises are inconsistent:-
(i) If Jack misses many classes through illness,
then he fail high school.
(i) If Jack fails high school, the he is uneducated.
(iii) If Jack reads a lot of books, then he is not uneducated.
(iv) Jack misses many classes through illness and reads a lot of books.
Proof:-
We have to prove that given premises are inconsistent. To prove inconsistent we have
to derive contradiction from the given premises.
Let,E: Jack misses many classes.
S: Jack fails high School.
A: Jack read a lot of books.
H: Jack is uneducated.

Given premises are,

E — S
S —> H
A—>TH
E—> A



{1} (DE—>S {Rule P

{2} 2)S—>H {Rule P

{2} B3 E—->H {RuleTi,eP > Q0,0 > R=P >R

{4} 4)A->TH {Rule P

{4} O H->TA {RuleTi,eP —> Q<70 > 7P

{35} (6)E—>A {RuleTi,eP > Q0,0 > R=P >R

{6} (7Y TEVTA {RlueTi,eP ->Q=7TPvQ

{7} &) T(EANA) {By Demorganspropertiesi,eTE~TA = T(E A A)
{9} 9 EAA {Rule P

{89} O)T(EAA)A(EAA) {RuleTi,eP,Q = PAQ

There is conjunction implies a contradiction (FALSE); hence the given premises are inconsistent.
OR
(C) Define conjunctive normal form and obtain a conjunctive normal formof

T(Pv Q)< (PAQO)

Conjunctive Normal Form:- Any formula which is equivalent to a given formula and which consist of
product of elementary sum is called conjunctive normal form of given formula.

Proof:-

T(Pv Q)< (PAQ)

byR<> S < (R—>S)A(S >R

S[T(PVQO) > (PADIANPAQ) > T(PVO)]
S[TT(PVOYVIPADIAIT(PAQVI(PVO)] {(P>Q0=TPVvQ
SPVOYVPAODIAITPNVTO)VI(P YV Q)] { By Demorgans property & 77TP = P
S[(PVvOVPIAPVOVOIAITPVIOVIPYA(TPNVTO NV TO){By Distributive property
S(PVvPYYvVOOAQOVOIVPIA(TPVIPY)YVTIO)AWTQOVTQ) Vv TP){By Associative property

S PvOAQOVPIA(APVIOA(TQVITP) {PvP=P
S (PVvOALPVOAAPVIOIA(TPVTO) { By commulative property
S (PvOYA(TPVITQ) {PAP=P

It is the form of product of elementary sum of min terms.

Hence it is form of Principal Conjunction Normal Form.

(D)Show that R\ (PV Q) is a valid conclusion from the premises PV Q,

Q—R,P—>Mand 7M.

Solution:
{1}y (1) I™M {Rule P
{2} @ p—>M { Rule P
{2} (3) TM 7P {Rule T:P—>Q <> 3q—>7p

(3}  (4)7P {Rule T:PP>QQ



{5} G)PVQ { Rule P

{5} ©7p Q {Rule T:7p Q<= 97P ¥V Q < PVQ
{46} (MQ {RuleT:P,P>Q<0Q

{84  (®Q™R { Rule P

{78} (9R {RuleT:Q,Q >R<R

(9,5} (10)RAPVQ) {RuleT:P,QPAQ

Hence Proved.

3. EITHER
(A) Find an explicit formula for the sequence defined by
a, =4a, , +5a,_, with initial conditions a, =2, a, =6.
Solution:
First find sequence for recurrence relation
a,=4a,_1+5a,_,

Forn=3 a3=4a;_4+5a;_,

=4a, + 5a,

=4(6) +5(2)

=24+10

=34
Forn=4 a,=4a,_,+5a,_,

=4a; + 5a,

=4(34) + 5(6)

= 166
Forn=5 ag=4as_;+5as_,

=4a, + 5a;4

=4(166) + 5(34)

=834
~ Sequence is 2,6,34,166,834----
The recurrence relation a,=4a,_, + 5a,_, is linear homogeneous
Equation of degree 2.
It associated equation is

x?% = 4x+5



Rewriting this as
x? -4x-5=0
x?% -5x+x-5=0
x-5)(x+1)=0
X=5 or x=-1
The roots of the equation is s; =5 ands, =-1
Now, by teorem(i)
We can find value of u and v
From a,, = usf* + vs} - (A)
For n=1
a; =us; + VS,
2 =u(5) + v(-1)
2=50-v = - 1)
Forn=2
a, = usy + vsy
6=u(5)2+v(—1)2

6=25u+v = e (i)

Solving equation (i) and (ii)

Su-v =2
25u+v=06
+ + +
30u =8
U=8/30

Putting values of u in equation (i)

2=5(8/30)-v
2=(8/6)—v
2=8/6-2
2=28-12/6

V =-4/6
V=-2/3

Put value of u4, v;, s, and s, in equation (A)

a, = usy + vsy



a, = (8/30) (5)" + (-2/3) (=1)™
a, = 8/30 (5)" + -2/3 (—=1)"

~Which is required formula.

(B) Let A ={a,b,c,d} and let R be the relation on A that has the matrix.
Mr=110 0
1_1 11
0001
1000

Draw the diagram of R. Find the Elegree and ou_t(legree of all vertices.

OR
(C)LetA=ZandletR={(a,b)}e AXA :a= r (mod 2) and
b = r (mod 2).
Show that the relation R is an equivalence relation.
(D) Prove that,
Let R be a relation on a set A. Then R” is the transitive
Closure of R.

Solution:-

If a & b are in the set A then a R™ iff there is a path in R from a to b.

ROO . . .. . ROO R‘)O ..
Now is certainty transitive it a band b ¢ then the composition of path from a to b and

o0 o0
b to ¢ from sub path from a to b in R and so a R” ¢. To show that R is the smallest transitive
relation containing R.

We must show that if S is any transitive relation on A and R €5 then R~ smallest of S( R~
SI)

We know that if S is transitive then,
S”, 8" € Sforalln.ieifa& b are connected by a path of length n the a S b it follows that

S” = OaSb

N#1
S"OR S” = JS"cs
n#l

It is also true if R € Sthen R™ jg subset of S since any path in R is also path in S patting this fact
together, we see that,

If R € S and S is transitive on A then,
R” subset of S7SS, R" ¢S

This means that R is the smallest of all transitive relation on A, that contains R” .



Hence theorem is proved.

4. EITHER

(A) Show that if n is a positive integer and P’ |n, where p is prime number, then D, is not Boolean

algebra.

Proof:-

Suppose that P* /n, alb=b=ac forsumc

So, n=p 2‘q for some positive integer q.
~p is also a divisor of n and p is an element of Dn, (Divisor of n number i,e Dn)
—natural number i,e if Dn is a Boolean Algebra. Then p must have a complement p’.
Then GCD(p,p’)=1
And LCM(P,P*)=1
GCD.LCM(p.p’)=p.p’
iepp’=n
so, p’=n/p=1
P’ =p.q
i,e GCD(p,pq) =1
This is impossible.

~p& p.q have p as a common divisor.

(B) Find the Hamiltonian circuit for the given graph.
Answer:
Hamiltonian Graph:
A Hamiltonian graph is a graph that on a Hamiltonian path.
A Hamiltonian path uses each vertex exactly once but edges be include.
OR

(C) Let L is a bounded distributive lattice. Prove that, if a complement of an element in L exists then it
is unique.

Proof:-
Lattice suppose a’ and a’’ are two complements of an element a € L
ana'=0 ana'=0
ava'=Il ava'=1
We show that a’=a’’

Now



a'=a'nl
a'=an(ava)
a'=(a'ra) v (a'ra'")
a'=0v (a'ra'")

a=ana' e @™

And
a'=a"'nl
a'=a'nlava')
a''=(a"ra)v(a"'na")
a'=0v(a'"nra")
a'=a'"na'
a'=a'na" {by commulative property =~ —————— 2)
~a' = a" (From equation (1) and (2) )
~ Complement if exists is unique.
~ proved.
(D) Prove that : -
A tree with n vertices has n-1 edges.
Proof:-
Consider tree T(V,E)
By using mathematical induction on the number of vertices, nin T.
Suppose, it is true n=m(=> 2).
m- some positive integer.
To prove for n = m+1
Suppose, T has m+1 vertices.
If we remove an edge with end points u&v from T.
Then we are left with two sub trees T1(V1,E1) and T2(V2,E2)
Such that [V|=|V1|+|V2| AND [E|=|El|+ |E2|
T1 & T2 are connected with number cycles and having vertices less than n,
Le|[Vl|<n & |V2|<n,
ie |[El|=|V1]|-1; |E2|=|V2|-1
[V]=|V1|+ V2|
[V|=(E1|+ 1) + (|E2| + 1)
[VI=(E1| + [E2|+ 1) + 1
[V|=|E1|+ 1
OR
[E|=(V1]|- D+ (V2]-1)+1

[E[= (V1] +[V2]- 1)



5. EITHER

(A) Define :-
(i)
(ii)
(iif)
(iv)

Answer:-

()

(ii)

(iii)

|E| = m+1-1
|E|=m

This is prove that T has m edges which is sequence number.

Semigroup
Monoid
Subsemigroup

Group homomorphism.

Semigroup:-

Let S be a non-empty set and * be a binary operation on S. The algebraic system (S,
*) is called a semigroup if the operation * is

(1) The operation * is a closed operation on set A.
(2) The operation * is an associative operation.

Or (S, *) is a semigroup if for any X, y, z € S,

(*y)*z=x*(y*2)

Free semigroup:

If * is an associative binary operation, and (A,*) is a semigroup. The
semigroup(A,*) is called free semigroup by A.

Ex:

Consider an algebraic system (S,*) where S = {1,2,3,5,7,9----} the set of all
positive odd integers and * is a binary operation means multiplication. Determine whether
(S,*) is a semigroup.

Monoid:-
Let us consider an algebraic system (M, *), where * is a binary operation on M.
Then the system (M, *) is said to be a monoid if it satisfies the following
properties:

(1) The operation * is a closure operation on set A.
(2) The operation * is an associative operation.
(3) There exists an identify element w. r. t. The operation *.

Ex:-

Consider an algebra system (N, +), where the set N = {0,1,2,3----} the set of natural
numbers and + is an addition operation. Determine whether (N,+) is a monoid.

Subsemigroup:-
Let (S,*) be a semigroup and T € S, if the set T is closed number the operation *
then (T,*) is said to be subsemigroups of (S,*).

Ex:

Consider a semigroup (N,+), where N is the sset of all natural number and + is an
addition operation.



The algebric system (E,+) is a subsemigroup of (N,+), where E is a set of all +ve even
integer.

@iv) Group homomorphism:-
Let (S,*) and (T,*) be two semigroups. An everywhere defined function f: § —> 7
is called a homomorphism from (S,*) and (T,*)

If (a *b) =f(a) *f (b)
Forallaand bin S.
If f is also onto.
We say that T is a homomorphic image of S.
(B) Define finite state machine. Construct digraph of machine whose table is

a b c

SO0 | S0 SO SO
S1 S2 S3 S2
S2 S1 SO S3

S3 |S3 S2 S3

Answer:-
Finite state machines:

Finite state machine that accepts more than one input and gives single output then it is
Finite-State-Machine.

Fig: Finite-State Machine.

Where [ = input signal, O = output signal

B 7 is number of input which gives single output signal as shown in fig.

Definition:

Finite-State Machine define by 3-tuple (triple)

M=, 1, F)
Where S = finite set of state of machinei,e S = {S0,81,====5,}
I = finite set of input of machines.
F = Is the state transition function i,e F = {fx /xe I}
(for each xel, a function fi:§—>S§ )



Solution:

Let finite-state machines define by 3-tuple.

M=, LF)
Where S = {5,.5:.5,5;)
I={a,b,c}

F = state transition function.
Given that: Transition Table

a b c

S0 |S0 SO S0
S1 S2 S3 S2
S2 S1 SO S3

S3 |S3 S2 S3

From the above transition table draw digraph for the machine as follows.

Digraph:

OR

(C) Let G be the set of all non zero real numbers and Let a * b = ab/2 show that (G, *) is an abelian
group.

Solution:-
. ao
If a, b are element in G the — 1is a non-zero real number.

To show: (G,*) is an abelian group.
Closure property:

The set G is closed under the operation *.
. ao .
Since, a*b = — 1is a real number.

Hence, belongs to G.
Associative property:

The operation * is associative.

Let a, b, ¢c € G, then

We have

(a*b)*c=<%>*c
2

_ (ab)c
-4




abe

4
- ( ab )
Similarly, a* (b*c) * a= ?

a(bc)

Identity :
To find the identity element.
Suppose that ‘e’ is a +ve real number.

Then, e * a = a, where a€ G

—=a or e=2
2
Similarly,a *e=a
ae
—=a or e=2
2

Thus, the identity element in G is G.
Inverse :
Suppose that a € G.
Ifa € Qs an inverse of a, then a * a' =4.

-1
aa y
Therefore, —— =4 or a =—
4 a

Thus, the inverse of element ‘a’ in Gis —
a

Commutative :

The operation * on G is commutative.

ab _
2

Since, a*b = b*a

Thus, the algebraic system (G, *) is closed, associative, identity element, inverse and
commutative.

Hence, the system (G, *) is an abelian group.

(D) consider the semigroup (z, +) and the equivalence relation R on Z defined by aRb if and only if a=b
(mod 2). Show that this relation is a congruence relation.

Solution:

Remember that if a =b (mod 2), then 2 | a —b.



We now show that this relation is a congruence relation as follows.
a=b (mod 2)

and ¢ =d (mod 2)

then 2 dividea—b

and 2 dividec—d

SO a—b=2m

and c—d=2n

where m and n are Z.

Adding, we have
(a-b)+(c-d)=2m+2n

Or (a+c)—(b+d)=2(m+n)

So, a+c =b+d(mod?2)

Hence, the relation is congruence relation.



iv.

EITHER

(A) Define:-
i. Boolean Matrix

ii.

Join of Boolean Matrices
iii. Meet of Boolean Matrices
Boolean product and

Show that A@ BO® C)=(A®B) ©®C

Solution:

N

Now,

=[bj + cy] mXn

1 00 I 11 0
If A= 0 1 1 B=0 0 1 =1
1 00 1 01 0
Let us assume that
A=[a]m Xn
B =[ byl mXn
C=[cyl mXn
(AVB)VvC=AvV (BVO)
Le (A+B)+C = A+B+C)
A +B=[almXn+[bx] mXn
= [a] + byl mXn
(A +B) + C=[ay+ by | mXn+[ ¢yl mXn
= [aj + by + ¢yl mXn
(B +C)=[by]l mXn+ [cy] mXn
(B +C) + A=[ ay] mXn + [by + cyl mXn

[aij + bjk + Ckl] mXn

From equation (1) & (2)

Weget (AV B) VC=AV (BVC)

ie.

AOBOC)=(A®B) 6C

(B) Make truth table for

i

®" 9V (7p)

S o =

—

(D



Vol

i. (pYq Vr

Solution: (p/\q)V (7p)

Truth Table:
p q (PAQg) (P @V (1p)
T T T F T
T F F F F
F T F T T
F F F T T
(p v q v r
Truth Table:
1Y q r
(p v 9 (p v 9 v r
T T T F F
T T F F T
T F T F F
T F F F T
F T T F F
F T F F T
F F T T F
F F F T F
OR
(C) Use Induction method to prove that
(Dl Ai )= ,L=J1 Al
Solution:
AINA2NA3-—-NAn _ AU A2UA3 ——-UAn
Basic Steps:
Let n=1
pa)=A1-Al

P(n) is true for n=1

Induction Steps:

Let us assume that P(n) is true for n=k

k ko
P(k)z(OAi )=L:J1Ai

. AINA2NA3———NAk _ A1U A2 U A3 ——-UAk

Now,

1)



We have to prove that P(n) is true for n=k+1

k+1 k+1

P(k+1) = ( - Ai )=g Al

AINA2NA3-———NAk+1 _ AlU A2 UA3 ———UAk +1

L.H.S.

= AI[NA2(NA3———Ak +1

= AI[1A2( A3 ——— Ak Ak +1

= Al(VA2(VA3——— Ak U Ak +1 {Bydemorgans property A[]B =ZUZ_?

= A1U A2 U A3 ——-UAk +1 {From eq. (1)

= R.H.S.
Hence Proved

P(n) is true for n=k+1

D) Let m and be integers. Prove that n®> = m’If and if only if m=n or m= -n. Also prove that
3/(n’ - n) for every positive integers

EITHER
Q.2
(A) Show that

(PVQ) ATIPA(IQVIR) VYV (TPATQ) VI(PATR)

Is tautology without using truth table

= [PVQIIPACTQVIRIIVIL(TPATQ VTP ATR)] ({by associative property

=[(PVQ) ATMPAT(QVR))] VI(TPATQV TR)] {By demorgans and distributive
prop. Respt.

=[(PVQ) ATIPV(QAR))] V(IPAT(Q AR)) {bydemorgans property

=[(PVQ) A(PV(QAR)] VI(PV(QAR) { by demorgans property & TTA =

A

=[PV QA(QAR))] VI(PV(QAR)] {by distributive property.

=[PV (QAQ) AR) VI(PV QAR)] {by associative property

= PV(QAR)) VI(PV (QAR)) {by idempotent property & P AP =P

=T {(PVIP=T

Hence Proved



(B)Define conjunctive normal form and obtain a conjunctive normal formof
T(PvQ)<>(PAQ)

Conjunctive Normal Form:- Any formula which is equivalent to a given formula and which consist of
product of elementary sum is called conjunctive normal form of given formula.

Proof:-

T(PvQ)e (PAQ)

byR<>S< (R—>S)AS >R

<S[1(PVvQ) > (PADIANPAQ) > T(PV Q)]
S[TI(PVO)V(PADIAT(PAQ)VI(PVO)] {(P>Q0=TPVvQ
S[(PVO)VPADIAITPVIO)VI(PV Q)] {By Demorgans property & 77TP = P
S[(PVvOVPIAPVOVOIALAPNVIQOVIPYA(TPNTQ VvTO){ By Distributive property
S(PVPYVOIAQOVOIVPIATPVIPYVIO)AWTQO VTQ) VvTP){By Associative property
S (PvOYAQ@VPIA(TPVIQ)A(TIQVTP) {PvP=P

S (PVvOAPVOAAPVIQIA(TPVIQ) { By commulative property

S (PvO)YA(IPVITQ) {PAP=P

It is the form of product of elementary sum of min terms.

Hence it is form of Principal Conjunction Normal Form.

(C) Show that RA(PV Q) is a valid conclusion from the premises PY Q , Q—>R ,P—>M

and 7 M.
Solution: {1y MM {Rule P
{2} @p—M { Rule P
JA w
(3) 7™ - 7P {Rule T:P>Q<3q _7p
(3} 7P {Rule T:P™Q<Q
GPVQ { Rule P
_ ©)7PQ {(Rule T:7p Q< 77P V' Q < PV Q
{46} (MHQ {RuleT:P>Q<Q
{8}  (®Q™R { Rule P
{7.,8} OR {QQ™PR<R
(9,5} (10)RA®PV Q) {Rule T:P,Q=PAQ

Hence Proved.

(D) Show that

(x) (P(x) = Q(x)) N x)(Q(x) ™ R(x)) = (N)(P(x) ™ R(x))



Solution:

Given Premises are
x) (P(X) = Q(x)) N (x)(Q(x) ™ R(x))

We have to derives,

(X)(P(x) ™ R(x))
{1 (1) ()(PX) ™ Q(x)) {Rule P
{2} (2) P(y) 7 Q(y) {Rule US : (x\)A(X) — A(y)
{3} 3) Q) Rx))  {RuleP
{3} @ Qy) P R(y) {Rule US : (x)ARx) > A(y)
{24} O Py Rey) {Rule T:PQ,Q>R= PP
{5) (6)X)(P(x) > R(x)) {Rule UG: A(y) ”x A (x)

Hence Prove.

Q.3 EITHER

(A) Define Cartesian product of two sets, partition of a set and prove that Ax(B U

0)=(AxB) U (AxC)

Solution:
Cartesian product of two sets:

If A and B are the two non-empty sets,we define the product set or Cartesian product AxB

as the set of all ordrded pair(a,b) withac 4 and b ¢ B.
Thus

[ AxB ={(a,b)lac Aandb ¢ B } ]

Ex: let A={ 1,2,3} and B= {r,s}. Determine the product set of AxB and BxA.

Solution: Let A={1,2,3} and B={r,s}

To find : (1) AXB (2) BXA

(1) The Cartesian product of A and B is
AxB={(1,1), (1,5),(2,r),(2,5),(3,1),(3,3) }

(2) The Cartesian product or product sets of B and A is
BxA ={(r,1),(r,2),(r,3),(s,1),(s,2),(s,3) }

Prove that AxB U C)=axB) U (AxC)
Solution : Let (x,y) ¢ A x(B U C) = xgAandyc B U C
= X eAand (yeBoryEC)
= (xgAdandy e Byor x e Aandy e C)

= (x,y) ¢ AXB or (x,y) ¢ (AXC)

= (xy) ¢ (AxB) U (AxC)



Therefore, Ax® U €) S (axB)U (AxC).......(1)

Now,

Conversely

Let (x3) € (A x B U (axc)
= (x¥) € (A x By or (x.y) g AXO)
:(XEAandyeB)or(xEAandyeC)

:XEAandyEBorBoryeC

—xcaandy E(BU 0©)

Therefore,(p x B) U ( AxC) < Ax(B U C)ecennnn 2)

From (1) and (2) , we have

axBU 0= (axB)U (axc)

Hence proved.

(B) Let R is a relation from A to B, and let A; and A, be subsets of A. Then show that
M RA,Y A= RA) URA,) and

2) R(A, [ A)=R(A) [TRA,)

Solution: A R B

M RAY A)=R@A) UraA,

Let yeR(A, U A,)

= Ixc AU A stxy) e ROT xRy

= Ixg Arorx g Ay orx g A& Ay st (xy) ¢ R

Ifx ¢ Aist(X,y) ¢ R theny ¢ R (A1)

And If xg 42 8.t (X,y) ¢ R theny ¢R(A2)

Now,

Ye R(AD O Y R(A2) = ye R(A) U (Ay)



SRrR@AU Ay) SR(A) or (Ay) ... (1)

Now, suppose,

Ye R (AV U R(Ay)

—ye R (AD O Yg R(A2) 0T Y R(A1) &R(A)

Ifye R(Al) then I x eArst. (xXy) ¢ R

If Ye R(Az) then Jx e Arst(Xy) e R

- we have

E xg Aj or Ay s.t(x,y) ¢ R

ie. Ix e A U R(A) = (xY) e R~ ye R(A1 Uay

“RADURA,) SrRAU A )

From (1) & (2) we get

[ R(A{YUA)=R(A;) URA,) }

Hence proved
@) RA, N A)=RA) MNRA,)
Let yeR(A, A,
= Ixe AN Astxy) e R

= Ixc Arandx ¢ Ag st (xy) ¢ R

Now,

xg Aiand (X,y) ¢ R = ye R(Ap) and x ¢ Asand (X,y) ¢ R =ye R(A2)

"y e RAD&y ¢ R(A) =By ¢ p(AD Ny ¢ R(AY

[ R(A1A)=R(A)) NR(A,) ]

(C) Let a={1,2,3} and let the relation R and S on A are
R={(1,1), (1,2), (2,1), (1,3), (3,1)}
S={(1,1), (1,2), (2,1), (2,2), (3,3)}

Find R g S.1 SNS,RUS



(D)Let A be set with |[A|=n and Let R be arelation on A then prove that R”-RURU ... Ur®

Q.4 EITHER
(A) Let the number of edges of G be M. Then prove that G has a Hamiltonian circuit if

1

m> 2 @ 3n +6)
Proof:
Suppose U& V are two vertices of graph G that are not adjacent.
Let H be a graph product by elementary vertices U & K from G.
-“H has n-2 vertices
- no. of edges in H are m —degree of a- degree of V.

* » maximum no. of edges in H are n-2!

(n—2)!
2(n—-2-2)!
(n—2)!
2(n—4)!

N n-2)(n-3)(n—4)!
2l(n—4)!

(n-4)! Get Cancel
—N(n—
(n )2(n 3)

- 5 (n°=5n + 6)

1
- m—deg(U)—deg(V) <5 (n*=5n + 6)

1
m- (n*=5n + 6)< m—deg(U)—deg(V)

or

1
deg(U)tdeg(V) zm="> (n°=5n + 6)

1 1
deg(Uytdeg(V) = 5 (n*-3n+6) — 2 (n*=5n + 6)

1
deg(Uytdeg(V) = 5 [ n’=3n+ 6 — n>~5n — 6]



n*&-n’ and +6 & -6 get cancle

1
deg(U)+deg(V) > E x2n

deg(U)+deg(V) >n
.- given graph has Hamiltonian Circuit

Hence theorem is proved.

(B) Define partial order set, chain , lexicographic , Isomorphism and show that the function f:A A
define by f(a)=2(a) is an isomorphism from (A<) to

(A’<) where A is a set of positive integers , A’ is a set of positive even integers.
Solution:

partial order set :

Let A is a relation or set A .then relation R is called partial order. If it is reflexive, antisymentric
and transitive.

If R is a partial order relation on set A. then set A together with partial order relation R is know as
partial orderd set or partial order set.

Ex. Let Z be a set f integers “<” be a relation on Z.
.. Reflexive property is satisfied .

(<ra<aVag z)

Let a,bE z

asbandb<a_ a=b

.. Antisymmentric property is satisfied
asbandb<c_ asc

.. Transitive property is satiesfide.

.’<”is a partial oreder relation on Z

Similarly “>"is also a partial oreder relation on Z.

Chain order set:

If every pair of element in a poset is comparable than poset A is called linear order set .Or set A is chain .

Ex. A={a,b,c} b @)
a<c,c<b

c O

a O

This order is in linear or chain.

Hence it is called chain or linear orderd.



Lexicographic:

Let AxB is a cartesion product of two sets A &B .we define “<”as follow.
(ab)<(a’b’)ifa<a’ orifa=a’ thenb<b’
This is used in dictionary.
Hence it is also as dictionary
Ex. Help, help
Help< help
Isomorphism:

Let (A<) and (A’<’) be posets and let f: A — Albe a one-to-one correspondence between f: A & A!
The function f is called an Isomorphism from A to A’

Itforanya,b ¢ A,a<b
A f(a) < a(b).
(Proof left)

(c) Define bounded lattice, distributives lattice, complemented lattice, modular lattice and prove that if
L is a bounded distributive lattice then if complement exists, it is unique.

Solution:

(D) For Boolean polynomial

P(x,y,z)=(x A YV @ AZ

Contrast truth table and show the polynomial by logic diagram.



